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Containers
Linux Containers – Virtualization

- OS Level Virtualization – i.e. virtualization without a hypervisor (also known as “lightweight virtualization”)
- Similar technologies include: Solaris Zones, BSD Jails, Virtuozzo or OpenVZ

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Minor I/O overhead</td>
<td>- Higher impact of a crash, especially in the kernel area</td>
</tr>
<tr>
<td>- Storage advantages</td>
<td>- Unable to run another OS that cannot use the host's kernel</td>
</tr>
<tr>
<td>- Dynamic changes to parameters</td>
<td></td>
</tr>
<tr>
<td>without reboot</td>
<td></td>
</tr>
<tr>
<td>- Combining virtualization</td>
<td></td>
</tr>
<tr>
<td>technologies</td>
<td></td>
</tr>
</tbody>
</table>
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What Are Control Groups?

Control Groups provide a mechanism for aggregating/partitioning sets of tasks and all their future children, into hierarchical groups with specialized behavior.

- cgrou\text{p} is another name for Control Groups
- Partition tasks (processes) into one or many groups of tree hierarchies
- Associate a set of tasks in a group to set subsystem parameters
- Subsystems provide the parameters that can be assigned
- Tasks are affected by the assigned parameters
Example of the Capabilities of a cgroup

Consider a large university server with various users - students, professors, system tasks etc. The resource planning for this server could be along the following lines:

<table>
<thead>
<tr>
<th>CPUs</th>
<th>Memory</th>
<th>Network I/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top cpuset (20%)</td>
<td>Professors = 50%</td>
<td>WWW browsing = 20%</td>
</tr>
<tr>
<td></td>
<td>Students = 30%</td>
<td>/</td>
</tr>
<tr>
<td>CPUSet1</td>
<td>System = 20%</td>
<td>\</td>
</tr>
<tr>
<td></td>
<td>(Profs) = 60%</td>
<td>Disk I/O</td>
</tr>
<tr>
<td></td>
<td>(Students) = 20%</td>
<td>Professors = 50%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Students = 30%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System = 20%</td>
</tr>
</tbody>
</table>

Source: /usr/src/linux/Documentation/cgroups/cgroups.txt
Control Group Subsystems

Two types of subsystems:

- Isolation and Special Controls
  - cpuset, namespace, freezer, device, checkpoint/restart

- Resource Control
  - cpu(scheduler), memory, disk i/o, network

Building and Using Linux Containers with LXC
Linux Containers – Architecture

- Physical Hardware:
  - Memory & CPU (x86, x86-64, EM64T)
  - IO & Platform Devices (Disk, LAN, USB, BMC, IPMI, ACPI, etc.)

- Physical Drivers

- Applications

- LXC Container

- Container Layer

- cgroups

- chroot() (Path)

- bridging

- Linux Kernel

- Hardware Layer
Linux Containers – Security

- User namespaces
  - Prevents evading from containers

- Shared kernel with the host
  - Syscall exploits can be exploited from within the container
  - Solution is in Linux kernel since 3.5 (seccomp2)

- Secure containers with SELinux, AppArmor
  - SELinux policy applies to complete container
  - Support for SELinux with LXC on a case by case basis
  - AppArmor support is ready upstream
Linux Containers – Feature Overview

- Only SUSE Linux Enterprise Server 11 SP3 supported in container
- Support for system containers
- A full SUSE Linux Enterprise Server installation into a chroot directory structure
- Resource control using cgroups
- Bridged networking required
Understanding Solaris Containers

• Also known as a Solaris Zone

• Two components of a Solaris Container
  - Solaris Zones software partitioning technology
  - Solaris Resource Management

• Solaris Zones
  - Virtual mapping from the application to the platform resources
  - Application components are isolated from one another

• Solaris Resource Management
  - Allocate, limit and deny available computing resources
  - Generate extended accounting information for analysis, billing, and capacity planning
## Comparing Linux Containers to Solaris Containers

<table>
<thead>
<tr>
<th>Feature</th>
<th>Solaris Containers</th>
<th>LXC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Included with OS</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Zone Management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Command Line Interface</td>
<td>Yes (zonecfg, zoneadm)</td>
<td>Yes (lxc-*)</td>
</tr>
<tr>
<td>GUI</td>
<td>Yes (added purchase)</td>
<td>Yes (YaST module)</td>
</tr>
<tr>
<td>Fault Isolation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application Level</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Kernel Level</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Privacy/Security</td>
<td>Yes (inside container)</td>
<td>Yes (inside container)</td>
</tr>
<tr>
<td>Resource Management</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project/Task Identifiers</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Accounting</td>
<td>Yes</td>
<td>No (evaluating features)</td>
</tr>
<tr>
<td>CPU Control</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Memory Control</td>
<td>Yes</td>
<td>Yes (OOM)</td>
</tr>
<tr>
<td>Network Control</td>
<td>Yes</td>
<td>No (in progress)</td>
</tr>
</tbody>
</table>
Linux Containers – Use Cases

• Hosting Business
  – Give a user/developer (root) access without full (root) access to the “real” system.

• Enterprise Data Center
  – Limit applications which have a tendency to grab all resources on a system:
    – Memory (databases)
    – CPU cycles/scheduling (compute intensive applications)

• Outsourcing business
  – Guarantee a specific amount of resources (SLAs!) to a set of applications for a specific customer without more heavy virtualization technologies
Linux Containers – Outlook

• Cloud use case
  – Bare metal provisioning through the cloud interfaces

• Integration with libvirt: libvirt-lxc
  – Integration with virtualization management tools, incl. cloud

• Application containers
  – More effective storage use
  – Easy creation and management

• Research further container-based technologies
  – systemd, docker.io, …

• SELinux and AppArmor support for LXC

• File system copy-on-write (btrfs integration)
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